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    TRIO, THE WHAT WORKS CLEARINGHOUSE, AND THE 
COMPETITIVE PREFERENCE PRIORITIES (CPPS):  AN 
IMPOSED STRUCTURED PRACTITIONER-RESEARCH 
COLLABORATION BY MARGARET CAHALAN 

Reflecting the articulated commitment of the Obama 

administration to foster the increased use of 

“evidence” based policies to achieve program goals, 

in 2013 the Department of Education regulations 

known as EDGAR were officially modified to allow 

the Secretary of Education to foster increased use of 

“evidence-based” strategies through the awarding of 

competitive financial advantages to programs that 

have “evidence of success” (Federal Register 2013-

08-13).  These modifications provided authority to 

the Secretary to use “absolute priorities” or 

“competitive preference priorities (CPPs)” in grant 

competitions to give priority to those projects that 

were using “evidence-based” practice, and that 

proposed to evaluate these practices using rigorous 

evaluation procedures.  The definitions of and 

standards for “research evidence” specified in the 

EDGAR regulations were those adopted and put 

forth by the What Works Clearinghouse (WWC).   
 

These new EDGAR regulations were consistent with 

the 2012 OMB circular calling for using 

Competitive Preference Priorities (CPPs) in 

competitions for existing programs that are “difficult 

to change.”  TRIO became an obvious target for 

applying the new regulations as the largest 

discretionary competitive grant program in the U.S. 

Department of Education which is intentionally 

structured to have a high level of ongoing funding of 

existing programs.  Discretion was exercised by the 

Secretary to use the CPPs for the next TRIO 

competitions following the above noted formal 

modification of the EDGAR regulations that 

occurred in 2013.  The Student Support Services 

(SSS) competition in 2015; the Talent Search 

competition of 2015-2016, and the Upward Bound 

Abstract 

The “imposed structure” of 

incorporating competitive 

preference priorities (CPPs) for the 

use of evidence-based strategies as 

defined by the What Works 

Clearinghouse (WWC) has the 

potential to fundamentally redefine 

the relationship between practice 

and research within federal grants 

in education. Given the focus of this 

compilation on practitioner-

research collaboration in this 

essay, we explore the implications 

of these new regulations and 

associated competitions for TRIO 

programs and service. We present 

an overview of the WWC history 

and the content of the reviews in the 

areas of relevance to TRIO. Then 

we review the results of the specific 

application in the SSS competitions. 

Finally we discuss the limitations of 

using the WWC and give some 

reflections on making the use of 

“evidence based research” more 

helpful. 



105 

 

competition of 2016-17 each utilized CPPs as a method of fostering the implementation of 

evidence-research based strategies.  This “imposed structure” of incorporating competitive 

preference priorities (CPPs) for the use of evidence-based strategies as defined by the What 

Works Clearinghouse (WWC) has the potential to fundamentally redefine the relationship 

between practice and research within federal grants in education.  Given the focus of this 

compilation on practitioner-research collaboration in this essay, we explore the implications of 

these new regulations and associated competitions for TRIO programs and services.   

Specifically in this essay we: 

1. Give a brief overview of the history and the definitions developed by the WWC; 

2. Present an overview of the Interventions, Single Study Reviews, and Practice Guides in 

the WWC that are within the two content areas of most relevance to TRIO (Pathways to 

Graduation and Postsecondary); 

3. Use SSS as an example and present some preliminary data on the impact of the CPP 

points on the 2015 SSS competition scores; and 

4. Discuss the identified limitations to use of the WWC and give some reflections on 

making the “using evidence based research movement” more useful. 

Overview of the What Works Clearinghouse (WWC) History 
and Growth as the Major Arbiter of Research Legitimacy for 
Federally Funded Education Programs 

The WWC was established in 2002 by ED with a formal mission to “be a resource for informed 

education decision making” by identifying those interventions “that work” so that practitioners 

could have increased guidance to inform practice.  The Clearinghouse was also charged with 

producing user-friendly guides for educators on effective instructional practices in order to 

understand what instructional programs have been shown to be effective.  The WWC replaced 

the ERIC annotated bibliographies and research summaries that had been developed in the 1980-

1990s to provide summaries of research in the field.  The website asserts that for over a decade, 

the WWC has been “a central and trusted source of scientific evidence for what works in 

education to improve student outcomes.”  

Contract Organization and Costs.  The work of the WWC is conducted under a set of 

contracts held by several leading firms with expertise in education and research methodology, 

and managed by the Institute for Education Sciences (IES), the unit in ED focused on research 

and evaluation.  Since its inception in 2002, ED has held competitions at roughly five-year 

intervals for the major contract to implement and manage the WWC.  Periodic smaller 

competitions for additional work have also been held.  The major contractors in 2017 were 

Mathematica Policy Research (MPR), Development Services Group (DRS)—responsible for 

postsecondary reviews, Inc. and Sanametrix, Inc.  The WWC is not an inexpensive operation.  

The costs of the WWC contracts since 2006 have averaged well over $10 million per year across 

the major contract and sub-contracts.   
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Enshrining the WWC in U.S. Department of Education Regulations.  As noted, the 

Notices of Inviting Applicants for the most recent TRIO grant solicitations programs utilize the 

procedures, definitions and ratings developed by the What Works Clearinghouse (WWC 2014).   

Following the general guidance from OMB, ED has taken a tiered approach that has three levels 

that are summarized below.  Figure 1 gives the definitions of Randomized Control Trial (RCTs) 

and Quasi-Experimental Design (QED) needed to meet the Moderate Evidence requirement of 

the CPPs. 

 Promising for developmental studies—Strong theoretical conceptualization and 

correlational evidence 

 Moderate Evidence—Meets WWC methods standards “with or without 

reservations.”  This involves interventions that have at least one well-designed 

and implemented Randomized Control Trail (RCT) or at least one well-designed 

and implemented Quasi Experimental Design (QED) that allows establishing a 

positive significant and substantive causal inference between the intervention and 

outcomes and no negative significant relationships.  Based on this evidence, 

interventions studied are evaluated as “effective,” thus “evidence-based.”  Well- 

executed RCTs can meet WWC standards “without reservations.”  Well-executed 

Quasi-experimental designs (QED) can meet WWC standards “with 

reservations.” 

 Strong Evidence—Meets WWC methods standards “without reservations” with 

significant positive outcome and substantive effect size.  This involves 

interventions that have at least one well-designed and implemented RCT that 

establishes significant and substantive positive relationships and no negative 

relationships. 

Rationale of the CPPs.  While the Trump administration in its FY2018 budget proposals has 

seemingly returned to and extended the Bush Administration’s tactic of selectively using 

research evidence to support its proposals for advancing, cutting or eliminating federal programs, 

the Obama Administration articulated a more systematic approach.  This approach fostered 

evidence-based policy making and use of evidence as keys to “make government work 

effectively” (OMB, May 18, 2012; OMB 2016).  The government-wide strategies sought to 

allocate more funds to programs that were supported by stronger evidence, and to require 

rigorous evaluations to produce “strong” evidence.  This policy included supporting social 

innovation funds in which the government paid more to programs that could meet required 

outcomes.  For existing grant programs, the OMB encouraged agencies to “provide points or 

significant competitive preference priorities to programs that are backed by strong evidence” 

(OMB, May 2012).  These strategies were based on the idea that the government should invest 

taxpayer money on programs that are most likely to bring results (Haskins and Margolis, 2014; 

Orszag 2009). 
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Figure 1:  Definitions of two methodologies that would meet the Moderate Level of 

Evidence as defined in the Department of Education Student Support Services Applications 

for New Awards notice 

Randomized controlled trial means a study that employs random assignment of, for example, 

students, teachers, classrooms, schools, or districts to receive the intervention being evaluated 

(the treatment group) or not to receive the intervention (the control group). The estimated 

effectiveness of the intervention is the difference between the average outcome for the treatment 

group and for the control group. These studies, depending on design and implementation, can 

meet WWC Evidence Standards without reservations.   

Quasi-experimental design study means a study using a design that attempts to approximate an 

experimental design by identifying a comparison group that is similar to the treatment group in 

important respects. These studies, depending on design and implementation, can meet WWC 

Evidence Standards with reservations
 
(they cannot meet WWC Evidence Standards without 

reservations). 

Applications for New Awards; Student Support Services Program A Notice by the 

Education Department on 12/18/2014 ) 

The Movement from Studying Outputs and Outcomes to Using Research Evidence.  
Newcomer (2016) has done historical research tracing the growth of emphasis within 

government agencies from what she calls a stress on measuring “outputs and outcomes” to the 

use of “Demonstrated Evidence-Based Interventions” (DEBIs).  She outlines the movement from 

reports such as the Hatry’s (1967) Senate report on Measuring Program Effectiveness, and 

groups such as the World Bank calling for developing outcome measures of the 1990s and the 

Government Performance Results Act (GPRA) of 1994 to the Executive Order of the Bush 

Administration establishing the Program Assessment Rating Tool (PART).  Faced with intense 

criticism of the Bush OMB PART order, the Obama Administration discontinued PART and 

subsequently issued new OMB Guidance on Tiers of Evidence that form the basis of the Obama 

Administration’s approach.  Newcomer also identifies key challenges faced with regard to the 

use of DEBIs and concludes that there is an overstating of the “ease of the flow of evidence to 

practice.”  She cites key challenges, including inadequate attention to support factors and 

understanding the way causal mechanisms need to work together to produce expected results, 

and the focus on replication with fidelity rather than adapting models to changing contexts.  She 

also notes that measuring fidelity of implementation and impact are very expensive and often 

difficult ethically. 

The Shift from Asking “Does this Program Work?” to Asking “What Strategies Work 
and Under What Circumstance?”  Under the Obama administration there was a change to 

move away from the emphases on evaluating federal programs as a whole which had dominated 

the period of the 1970s to the early 2000s to a move to look at the efficacy of specific strategies 

within a program.  Given the broad sweep of federal programs usually intentionally allowing a 

range of services to achieve goals, the overall program evaluations suffered from a lack of clear 

file:///E:/Federal%20Register%20_%20Applications%20for%20New%20Awards;%20Student%20Support%20Services%20Program.htm%23footnote-5
https://www.federalregister.gov/agencies/education-department
https://www.federalregister.gov/articles/2014/12/18
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specification of the actual “treatment” being studied and also a lack of control over the extent to 

which the control group or comparison group was also getting the services due to ethical 

considerations.  They tended to be black-box evaluations with numerous study error issues, but 

they were often used to justify reduced or level funding, or in the case of the Upward Bound 

program, using what were later found to be “error filled” conclusions, to justify the “zero 

funding” recommendations of the Bush Administration’s budgets in FY2005 and FY2006 

(Cahalan and Goodwin, 2014).  To some extent, this shift to focus on specific strategies offered a 

relief from the defensive position in which most federal programs increasingly found themselves 

at the end of the 20
th

 century due to these overall evaluations. 

Researcher-Practitioner Collaboration--The Logic Flow of the Goals of the CPPs. 
Figure 2 outlines the logic flow of the articulated goals of the use of the CPPs in the TRIO 

competitions held under the Obama Administration.  As stated in the “Invitations to Apply”, ED 

articulated the belief that use of evidence-based practices will result in both “a better competition 

and in better results for students.”  ED also articulated its interest in possibly partnering in 

research with the grantees in the priority topic.  As the logic flow indicates, there is 

anticipated spillover impact toward increasing general evidence-based practice and research use 

throughout the government and in non-profit social programming.  The 2015 SSS application 

stated: 

“In recent years, the Department has placed an increasing emphasis 

on promoting evidence-based practices through our grant 

competitions. We believe that encouraging applicants to focus on 

proven strategies can only enhance the quality of our competitions and 

the outcomes of students who participate in our programs........The 

Department is sufficiently interested in this priority topic that we may 

later seek to partner with successful applicants to conduct research 

and evaluation” (2015 Invitation for Applications for Student Support 

Services Grants). 

Selected Related Research on Research Evidence Use.  While the use of evidence-based 

practices within the U.S. Department of Education is too new to have a large body of 

information, scholars have generally been more cautious about the promise of evidence-based 

policymaking than government agencies.  Sutherland and colleagues observed that “the 

normative claim that policy should be grounded in an evidence base is itself based on surprising 

weak evidence” (Sutherland et al; 2012, cited by NRC, 2012).  A report entitled the Science of 

Using Science from the EPPI Center at the University of London (Langer et al., 2016) presents 

results from a comprehensive meta-analysis of the efficacy of various strategies to increase 

research use by decision makers.   
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The EPPI report found some evidence of positive effects with the following interventions: 

 Those that facilitated active access to research evidence through communication and 

evidence repositories; 

 Those that built on decision-makers’ skills to access and make sense of evidence, and 

 Those that foster changes to the decision making structures, incentives, and processes.  

 

Figure 2:  Logic flow of goals and anticipated outcomes of Competitive Preference Priorities 

(CPPs) for Research Evidence Use and Increased Practitioner-Research Collaboration as 

articulated in U.S. Department of Education’s 2015 Invitation for Applications for Student Support 

Services Grants: 
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Review of WWC Relevant Interventions, Single Studies and 
Practice Guides 

The WWC does not purport to be a source for meta-analysis or systematic review of the 

literature on a given topic such as is the approach of groups such as the EPPI center at the 

University of London, or even in a less systematic manner to take the approach of the ERIC 

Topical Literature Reviews of the 1990s. 

The WWC has evolved over time since its inception, but not in the direction of meta-analyses.  

Initially, there was more of a focus on named “Interventions,” for which there could be a search 

of the literature for research with regard to a given named “intervention.”  This approach has a 

number of pitfalls, including the fact that the named “interventions” often were dynamic 

programs that changed over time, and that often few studies could be found that met the 

standards, and these were not necessarily representative of the project at the current time.  More 

recently, there seems to be a greater focus on Single Study Reviews and Practice Guides.  The 

three types of reports constituting the current searchable WWC data base are:  

 Intervention Reports;  

 Single Study Reviews, and 

 Practice Guides.   

The WWC initially was primarily focused on K-12 topics; however, prompted by the increased 

use of the WWC data base for postsecondary federal competitions, there has been additional 

focus in college access and success topics and strategies since 2012.  These are categorized under 

the key words “Pathways to Graduation” and “Postsecondary” in the WWC data base.  Figures 

3-6 summarize the results of the WWC reviews for Intervention Studies and for Single Studies in 

these two areas.  

The Category of “Intervention Studies” Reviewed.   Figure 3 gives summary information 

and Figure 4 lists the names of the “Interventions” that have been reviewed by the WWC under 

the general categories of Pathways to Graduation, which may involve either high school or 

college graduation; and under the category Postsecondary.  Interventions are cross-listed in the 

system so that all of the 7 Interventions listed under Postsecondary are also listed under 

Pathways to Graduation category.  As of December 2016, there were 35 named “Interventions” 

that had been reviewed.  Typically this means that more than one potential study has been found, 

or that the named program has been around for more time.  Among those Interventions without 

any studies meeting standards there are a number of well-known programs.  Of the 35 

Interventions that WWC studied in these topic areas, 13, or 37 percent, had no study that met the 

methods standards for the WWC.  Those without any studies meeting the methods’ standards 

cannot be reviewed as to effectiveness by the WWC.   Notably this listing of programs with “no 

studies” meeting the WWC methods standards includes well-known programs such as “I Have a 

Dream,” “Puente,” “Residential Learning Communities,” “Communities in Schools,” and several 

others (see those coded as 99 in Figure 4). 
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Figure 3: Intervention Reports (Typically includes a body of studies on a named 

intervention) for the topical categories of Pathways to Graduation and Postsecondary as of 

December  2016  

Topical 

Classification 

Number of 

interventions in 

data base under 

the topic (note 

there is double 

listing) 

Number of 

interventions 

listed with no 

studies meeting 

WWC methods 

standards 

Number  with at 

least 1 study 

meeting WWC 

methods 

standards with 

or without 

reservations 

Number 

with at least 

one 

significant 

positive 

result 

Percent of 

Interventions 

reviewed with no 

positive results 

(either no studies 

met the methods 

standards or met 

and no impact) 

Pathway to 

Graduation 

35 13 22  14 60% 

Postsecondary 7 1 6 3 57% 

NOTE: all of the interventions listed under the topic of Postsecondary are also listed under the 

topic of Pathway to Graduation.  Interventions listed on WWC website as of December 2016. 
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Figure 4:  Listing of  the “Interventions” reviewed  in What Works Clearinghouse under 

the categories of “Pathways to Graduation” and “Postsecondary”: December 2016 (Some 

programs are double counted under both categories) 

Name of Intervention Year of 

Review 

Methods 

rating: 

99 = none 

met 

standards 

1 = Met 

without 

reservation 

2 = Met 

with 

reservation 

 3 = mixed 

of 1 and 2 

 

Effectiveness 

rating:  

3 =Positive 

2=Potentially 

positive 

1 = Mixed 

0 = No 

discernable 

impact 

- 1= 

Potentially 

negative 

-2 =Negative 

99= No studies 

met standards 

Highest 

effect size 

reported 

Number of 

studies 

meeting 

methods 

standards of 

those reviewed 

Pathways to Graduation section (35 Interventions Reviewed) 

1. ACT/SAT Test Preparation 

and Coaching Programs 

2016 1 3 8 6 of 27 

2. First Year Experience 

Courses for Students in 

Developmental Education 

2016 1 0 0 1 of 19 

3. Career Academies 2015 1 1 11 1 of 9 

4. Check & Connect 2015 1 1 30 2 of 3 

5. Credit Recovery Programs 2015 99 99 99 NA 

6. Reconnecting Youth 2015 99 99 99 NA 

7. Linked Learning 

Communities 

2015 1 0 0 4 of 16 

8. Residential Learning 

Communities 

2015 99 99 99 NA 

9. National Guard Youth 

ChalleNGe Program 

2015 1 2 23 1 of 4 

10. Service and Conservation 

Corps 

2010 2 0 0 1 of 1 

11. Communities in Schools 2010 99 99 99 NA 

12. Youth Build 2009 99 99 99 NA 

13. High School Puente 

Program 

2009 99 99 99 NA 

14. Coca-Cola Valued Youth 

Program 

2009 99 99 99 NA 

15. Summer Training and 

Education Program (STEP) 

2009 1 0 0 1 of 1 

16. I Have a Dream 2009 99 99 99 NA 

17. Middle College High School 2009 1 0 0 1 of 1 

18. Talent Development Middle 2009 99 99 99 NA 
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Grades Program (TDMG) 

19. Wyman Teen Outreach 

Program (TOP) 

2009 99 99 99 NA 

20. New Century High Schools 2008 99 99 99 NA 

21. Accelerated middle schools 2008 1 2 35 3 of 3 

22. Job Corps 2008 1 1 13 1 of 1 

23. JOBSTART 2008 1 2 14 1 of 1 

24. First Things First 2008 1 0 0 1 of 3 

25. New Chance, 2008 1 1 8 1 of 1 

26. Belief Academy 2007 99 99 99 NA 

27. Project COFFEE 2007 0 99 99 NA 

28. Project GRAD 2007 1 0 0 1 of 3 

29. Quantum Opportunity 

Program 

2007 1 0 0 1 of 2 

30. Talent Development High 

Schools 

2007 1 2 0 1 of 2  

31. High School Redirection 2007 1 1 3 3 of 3 

32. Twelve Together 2007 1 1 13 1 of 2 

33. Financial Incentives for 

Teen Parents to Stay in 

School 

2007 1 1 6 2 of 2 

34. Talent Search 2006 1 2 17 2 of 3 

35. ALAS 2006 1 2 42 1 of 1 

 

Postsecondary category (7 Interventions Reviewed) 

1. ACT/SAT Test Preparation 

and Coaching Programs 

2016 1 3 8 6 of 27 

2. First Year Experience 

Courses 

2016 1 3 9 4 of 97 

3. Summer Bridge Programs 2016 1 2 3 1 of 1 

4. First Year Experience 

Courses for Students in 

Developmental Education 

2016 1 0 0 1 of 19 

5. Developmental summer 

bridge programs 

2015 1 0 0 1 of 10 

6. Linked Learning 

Communities 

2014 1 0 0 4 of 16 

7. Residential Learning 

Communities 

2014 99 99 99 NA 

 

The Category of “Single Studies” Reviews.  Over time the WWC developed more emphasis 

on what they call” Single Study Reviews.”  Of 160 single studies under Pathways to Graduation 

for which methods were rated, there were 36 studies that met the methods standards, and 23 of 

the 160 also had a least one positive result—about 14 percent.  Among those categorized as 



114 

 

Postsecondary, about 212 were reviewed for methods, and of these, 62 met the methods 

standards.  Of the 212 studies, there were 44 that both met the methods standards and had at least 

one positive result (21 percent of total reviewed).  Note that Single Studies like the Interventions 

may be doubly classified under Postsecondary and Pathways to Graduation.  Considering all 

topics, there are about 2,349 total Single Studies that have had methods reviewed and are 

classified in the WWC data base.  

A review of the single studies (both impactful and not impactful) reveals that many of the 

strategies examined in the Single Study reviews (and also the Intervention reviews) have similar 

conceptual frameworks and seemingly are implementing similar practices.  This suggests that 

differential judgements as to whether there is positive impact may be more about the study 

structure, the context, and comparison group-counterfactual differences rather than the 

differences in the strategies.  Additional work is needed to assess if there is a pattern of 

differences between those strategies that show positive impact and those that show no impact.  

One also notices that the role of the WWC in the federal grant competitions, especially the TRIO 

postsecondary grants (SSS), Talent Search (TS), Upward Bound (UB) which have required use 

of Single Study reviews, have resulted in an increase in both the number and the percentage of 

studies in the WWC in these areas that have positive impacts.  Thus the WWC’s role of doing 

somewhat systematic reviews of an “Intervention” has evolved to focus on Single Studies and 

Practice Guides focusing on those studies with positive results.    

The Category of “Practice Guides.”  Since its inception, the WWC has published 22 Practice 

Guides.  Of these two are classified under Pathways to Graduation and one under 

Postsecondary.  These are: Helping Students Navigate the Path to College: What High Schools 

Can Do, published in 2009; Dropout Prevention published in 2008; and Strategies for 

Postsecondary Students in Developmental Education – A Practice Guide for College and 

University Administrators, Advisors, and Faculty published in 2016.  The 2016 guide lists six 

recommendations that range from minimal to moderate in evidence rankings by the WWC.  The 

recommendations are as follows: 

1. Use multiple measures to assess postsecondary readiness and place students. 

2. Require or incentivize regular participation in enhanced advising activities 

3. Offer students performance-based monetary incentives. 

4. Compress or mainstream developmental education with course redesign. 

5. Teach students how to become self-regulated learners. 

6. Implement comprehensive, integrated, and long-lasting support programs 
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Figure 5: Results of Searching WWC Single Study Review Category under Path to 

Graduation and Postsecondary: December 2016 

Type of 

Report 

Number of 

Single 

Studies 

with 

methods 

rated 

Number 

meeting 

methods 

standards with 

or without 

reservations 

RCT Quasi-

Experi

mental 

At least 

one 

positive 

RCT 

At least 

one 

Quasi 

Experi

mental 

positive 

At least 

one 

positive 

result 

Percent 

that met 

standard 

and had 

at least 

one 

positive 

result 

All topics in 

WWC 

2349  877  (37% with 

or without) 

--572 without 

--322 with  

576 597 145 87 280 12% 

Pathways to 

graduation 

160  

 

36 (29% with or 

without) 

--24 without; 

--15 with; 

33 23 20 3 23 14% 

Post-

secondary 

212  

 

62 (29% with or 

without) 

--37 without; 

--25 with  

38 24 26 17 44 21% 

NOTE: Numbers do not sum to totals due to double listing and multiple methods 

 

The Special Case of the National Evaluation of Upward Bound.  The 2009 Practice 

Guide entitled Helping Students Navigate the Path to College: What High Schools Can Do, 

prepared by Mathematica Policy Research, included a review of the then recently-released 

National Evaluation of Upward Bound final report (Sefter et.al. 2009)  and also the Mathematica 

UB evaluation Third Follow up report released in 2004 (Myers et.al. 2004).  The review ignored 

the fact that the original and final two technical monitors for the long-running study in the U.S. 

Department of Education had, after a Quality Assurance Review that involved both external and 

internal analysis of all the data files from the study, found that the Mathematica reports in 2004 

and 2009 were seriously flawed in their conclusions that the UB program had no discernible 

impact on postsecondary entrance or degree attainment other than the attainment of vocational 

certificates.  In contrast, the analysis done by the Department of Education technical monitors 

had found that Upward Bound had statistically significant and substantial positive impacts on 

postsecondary entrance, financial aid award, and degree attainment (Cahalan and Goodwin 2014; 

Cahalan, 2009).  Despite replication of the technical monitors’ findings by Nathan, 2013; and 

Harris, Nathan, Marksteiner, in 2014, the Practice Guide has not been corrected in its reporting 
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concerning the Upward Bound Program.  The flawed Mathematica study has had a negative 

impact on Upward Bound program’s reputation and identity as an effective college access 

program.  The corresponding undeserved “ineffectual PART rating” led to zero funding requests 

in the FY05 and FY06 Bush Administration budget requests.  This experience has led to a 

profound mistrust among the TRIO practitioners to contract evaluation research studies that is 

only now beginning to be overcome.    

Using the 2015 Student Support Services (SSS) Competition as 
an Example: Preliminary Data on the Impact of the CPP 
Points in the Competition Scores 

As the data above indicates, there are not a large number of strategies that meet the WWC 

methods standards, have positive results, and also are feasible within the legislatively-defined 

service and funding options of the SSS program.  Moreover, those strategies that are applicable 

and have positive impacts often have relatively small effect sizes.  For the 2015 SSS 

competition, the Department of Education identified two priority areas.  The substantive areas in 

which the Department invited CPP Submissions were: 

 Strategies to Influence the Development of Non-Cognitive Factors Supported by Moderate 

Evidence of Effectiveness (up to 3 points) 

 Providing Individualized Counseling for Personal, Career, and Academic Matters Supported 

by Moderate Evidence of Effectiveness (up to 3 points)   

As part of the SSS competition, the Department provided to applicants citations for three specific 

research articles applicable to the priority areas (See Figure 6) that the WWC had determined 

both met the methods criteria and had at least one positive result. 

 

Figure 6:  Relevant articles provided by the Department of Education to SSS applicants as 

already reviewed by the What Works Clearinghouse (WWC)  

 Social belongings intervention: Walton, G. M. & Cohen, G. L. (2011). A brief social-belonging 

intervention improves academic and health outcomes of minority students.  Science 331, 1447-1453  

Online Available: http://www.sciencemag.org/content/331/6023/1447.full   

 Difference education intervention: Stephens, N M., Hamedani, M G., & Destin (2014). Closing the 

social-class achievement gap: A difference-education intervention improves first-generation students’ 

academic performance and all students’ college transition. Psychological Science 1-11.  Online 

Available: http://www.psychology.northwestern.edu/documents/destin-achievement.pdf 

 Individualized Counseling-Inside Track: Bettinger, E. & Baker, R. (2011). The effects of student 

coaching in college: An evaluation of a randomized experiment in student mentoring.  Online 

Available: https://ed.stanford.edu/sites/default/files/bettinger_baker_030711.pdf 

 SOURCE: U.S. Department of Education Application for 2015 SSS Grant Cycle. 

 

http://www.sciencemag.org/content/331/6023/1447.full
http://www.psychology.northwestern.edu/documents/destin-achievement.pdf
https://ed.stanford.edu/sites/default/files/bettinger_baker_030711.pdf
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One of the two studies in the non-cognitive topic area was an experimental intervention that took 

about one hour to implement (Walton, G. M. & Cohen, G. L., 2011).  The small sample from a 

selective university was 37 Blacks and 33 Whites.  Modest positive impacts were observed for 

Blacks but not Whites when compared to a comparison group, which was given a one-hour 

session that did not involve the social belonging element.  The other study in the “non-cognitive” 

priority area was an orientation experiment for first-generation students that involved about three 

hours (Stephens, N M., Hamedani, M G., & Destin, 2014).  

The one study citation given by ED for the individual counseling priority area involved a 

randomized control trial with 3,527 students for an intervention of the use of a commercial on-

line software tool for college coaching and mentoring –Inside Track (Bettinger, E. & Baker, R. 

(2011).  This research found a 4 percentage point difference in 12-month persistence, but no 

differences in completion of a degree in 4 years.  One might expect that in the case of SSS, the 

expected impact would depend on how different this was from what the projects were already 

doing.   

SSS applicants were free to find and submit other articles within the priority areas that met the 

WWC criteria and had at least one positive result; however, out of some 1,500 applicants, only 

17 applicants identified another intervention study that met the criteria.  The competition for 

TRIO grants is very intense, and in order to be competitive, it is necessary to successfully 

address the competitive priorities.  The data displayed in Exhibit 5 confirms that 95 percent of 

the applicants chose to address the CPPs and over three-fourths (77 percent) were able to obtain 

the full 6 points, which means that they proposed to implement the specific research-based 

programming in both of the areas (non-cognitive and student coaching).  A review of their status 

as “new” or “previously funded” applicants indicates that most of the applicants who did not 

choose to address the CPPs were new applicants.  Given SSS scoring, it was not possible for new 

applicants to win unless they addressed the CPPs.  The cut-off scores each cycle depend on the 

amount of funding available relative to the number of applicants.  For 2015, there were 1,480 

applicants and 1,071 awards.  The cut-off score was 104, meaning that a new applicant would 

need to get a perfect or near perfect score on the Project Design section (worth 100 points) and 

also obtain 4 of the 6 CPP points.  In the TRIO competitions held every five years, existing 

projects may earn up to 15 extra points for meeting their objectives specified in the previous 

cycle years.  These points are called Prior Experience (PE) and are tabulated by an independent 

contractor based on submitted performance reports.  These points give existing projects an edge, 

and there is a high degree of project continuance.  The experience of past competitions funding 

cycles, in which about 2/3 of applicants are funded and 1/3 are not funded, led COE to advise 

applicants to try for the CPP points even if they believed they would get most or all of the Prior 

Experience (PE) points for the cycle.   
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Figure 7: Total Number of SSS IHE Applicants Getting Various Numbers of CPP Points in 

2015 Competition 

 

NOTE: SSS Applicant Score File Prepared by Office of Federal TRIO Programs for this 

Submission January 2017.   

Discussion of the Identified Limitations to the Use of the 
WWC and Reflections on Making the “Evidence Based 
Practice” Movement” more Useful 

As discussed, the Department of Education has chosen the WWC Standards as the way to 

provide an authoritative independent judgment concerning what constitutes “research evidence” 

for implementation of its CPPs.  The use of WWC contractor ratings has the advantage of 

removing ED from technical decision making in this regard, and in having published standards 

available to all.  However, throughout its history, since the early 2000s, IES and the WWC have 

not been without criticism, and these limitations can be expected to influence the efforts at 

implementation of the increased evidence use in the federal education programs.   

Below is a summary of some of the critiques of the WWC, followed by some ideas moving 

forward that might lead to a more meaningful use of research to foster program improvement. 

 Favoring Research Capability over Need for Services.  One of the criticisms of the 

CPPs for 2015, in the public comment period, was that the CPPs would promote undue 

preference to research institutions and put smaller, less resourced, rural, and minority-serving 
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institutions at a disadvantage in the grant-writing competition process.  Over time, the larger 

IHEs with grant-writing staff increasingly submit grants written by professional grant writers 

other than the TRIO staff at the institution.  For example, several of the larger IHE’s now 

have multiple SSS grants--(Regular, STEM, Disabled, Veterans).  Commenters questioned 

whether the Department was not putting “Research Capability” over the “Need for Services.” 

Additional research is needed to observe if this was indeed the case. 

 Narrowness of WWC Compared to Wider Conceptualizations of Evidence to the 
Exclusion of Those Practices that Might be of Most Benefit.  Another criticism of 

the WWC as the arbiter of which practices are to be promoted concerns the narrowness of the 

standards for what constitutes “evidence.”  The methods favored by WWC ignore a wide 

body of non-experimental observational science.  Those of us who have attempted to 

implement ethical random assignment studies in the time-sensitive area of college access 

know that it is only feasible to implement a very narrowly-focused random assignment in 

which almost equally resourced interventions are offered and then it becomes very difficult 

to assess impact.  

We can distinguish three concepts relating to research evidence of which the WWC 

definition is the narrowest: 

1. WWC Standards Based Research Evidence;  

2. Science-Based Research Evidence, and  

3. Evidence-Based Practice (EBP).  

Figure 8 illustrates our conceptualization of these three types of research based evidence in terms 

of the narrowness of the concepts. Evidence-Based Practice (EBP) is an encompassing concept 

that takes into account the “built up clinical knowledge,” client interactions, implementation 

findings, as well as Science-Based Research Evidence (Soyden and Palinkas 2014).  Science-

Based Research is defined more broadly than the WWC ---as research activity that employs 

systematic, empirical methods to address a specific question.  The WWC Standards Based 

Definition is the most narrowly defined of the three.  As the tables above demonstrate, the WWC 

Standards Based determination of research evidence is comprised of far fewer studies.   By the 

end of 2016, there were about 44 single studies in the WWC that were in the area of 

Postsecondary-- and that met the WWC Standards ---and that had at least one statistically 

significant positive finding.  
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Figure 8:  Three Nested Concepts of Evidence  

 

 

 

 

 

 

 

 

 

 

 Questions about Utility and Validity of Research Rankings of WWC.  In the early 

days of the WWC most of the focus was on K-12 rather than postsecondary education.  

Hence, most of the critiques have addressed the ratings of the studies and conclusions with 

regard to the interventions at the K-12 level.  Alan Ginsberg and Marshall Smith (2016) 

conducted a review of 27 RCT studies of math curricula in the WWC, and found that 26 of 

the 27 had serious threats to validity or usefulness other than that of the selection bias that the 

RCT method controls.  Moreover, they note that the magnitude of the error generated by the 

threats was often greater than the average effect size of the RCT treatment.  They 

recommended a panel of experts and users be established to consider how to improve the 

WWC criteria and standards for review. 

 High Level of Changes in Ratings.  Other critiques have noted the high rate of changes 

in WWC ratings following a request for a re-review of the findings, usually by study authors.  

For example, the National Institute for Direct Instruction (NIFDI) filed a Freedom of 

Information Act request for data on the results of the Requests for Reconsideration made to 

the WWC.  NIFDI found that of the 69 requests reviewed 54 resulted in changes in ratings.  

The NIFDI reviewers also pointed to the high rate of exclusion of research studies as not 

meeting the WWC criteria.  NIFDI has been among the most severe of the critiques of the 

WWC, especially related to the WWCs conclusions with regard to their highly studied 

reading curriculum. Siegfried Engelmann, founder of Direct Instruction, notes:  

“Unfortunately, the WWC has failed to live up to its promise.  The WWC's reports promote 

curricula that the scientific community has found to be ineffective and inefficient and 

denigrate those that the scientific community has found to be highly effective.” 

 

Evidence-Based Practice (EBP) 

Science-Based Research Evidence  

What Works Clearinghouse Research Evidence  
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Englemann concluded that the WWC was so “irreparably biased that it would have to be 

thoroughly reoriented and reorganized under different management rules to perform the function 

of providing reliable, accurate information about what works.”   

http://www.nifdi.org/research/reviews-of-di/what-works-clearinghouse. 

After filing the FOIA request from the WWC, NIFDI researcher Wood (2014) summarized the 

issues: 

With the information provided from the FOIA request and the publicly 

available information, three conclusions appear clear: 1) The WWC 

suffers from a lack of transparency in their policies and guidelines, 2) 

the conclusions they create in their reports can be misleading, and 3) 

the reports are potentially damaging to program developers and 

ultimately the success of students (Wood, 2014).   

 Small Percentage of Studies Meeting WWC Methods Criteria and Low Effect 
Sizes.  A recent review (Malouf D. and Taymans 2016) of the total WWC “Interventions” 

reviewed points out (as have others) the small percentage of studies meeting the methods 

criteria.  They also noted the small effect sizes of those studies that were listed as meeting 

criteria and having positive results.  The authors concluded: 

Most interventions were found to have little or no support from 

technically adequate research studies, and intervention effect sizes 

were of questionable magnitude to meet education policy goals.  These 

findings painted a dim picture of evidence based on education 

interventions and indicated the need for new approaches including a 

reexaminiation of federal reliance on experimental impact research as 

the basis for gauging intervention effectiveness (Malouf D. and 

Taymans,  2016).  

 Lack of Concern for the Differences in “Treatment Contrast.”   Other researchers, 

outside and inside the context of WWC criticism, have noted the importance of the 

“treatment contrast” and point out that the differential results of RCTs may often have more 

to do with how the study is structured and different counterfactuals than with the differences 

in the interventions.  These critiques stress the importance of measurement of both the 

treatment and control groups’ level of receipt of the intervention or its equivalents (Weiss, 

Brock, and Bloom, 2013).  The “business as usual” practices for comparison may also 

include substantial practices that are similar to the interventions being studied (Heckman, 

2002).  To understand the treatment contrast a researcher must examine the intervention 

related experiences of both treatment and control group members.  

 Unwise Linking of Funding Decisions to Research Findings.  Political rhetoric and 

policy of the last 40 years has tended to support the linking of funding decisions to evaluation 

outcomes.  This is a dangerous policy that risks failure to serve the most needy and 

vulnerable persons, and also mediates against honest and fair evaluations that lead to 

improved services.  As Haskins and Margolis (2014) point out: 

http://www.nifdi.org/research/reviews-of-di/what-works-clearinghouse
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In our view, an important part of a comprehensive, evidence-based 

strategy will be continuing the funding of programs with initially 

discouraging evaluations. Part of the federal evidence-based culture 

should be that federal agencies will work with programs, and continue 

their funding, as long as they are using evidence to improve their 

outcomes and are showing some progress (Haskins & Margolis, 2014). 

 Promotion of Formulaic Implementation of Handful of Superficial, 
Standardized One Size Fits All Strategies.  As the review of single studies that have 

both met the WWC standards requirements and also have achieved some statistical 

significance revealed, there is a limited range of strategies that can be studied with an RCT 

design that does not involve IRB-prohibited denial of services.  The tendency for most TRIO 

programs to attempt to replicate the same studies can lead to a less creative response to 

changing situations and co-learning that takes into account the differing situations and needs 

of students.  There is insufficient attention to what works and for whom and under what 

circumstances (Imai and Ratkovic, 2013; Weis, Bloom, and Brock, 2013; Gamoran 2014).  

 Demonstrating the Need for Research over Service Needs.  Related to the above 

comments, practitioners fear that their service programs will be turned into permanent pilot 

demonstration grants, and that those sites that are not able to do this or do not wish to do this, 

will gradually be competed out of service.  Researchers like to cite lack of positive findings 

as a justification for increased need for more research projects and may have a house bias 

towards study designs unlikely to produce positive outcomes.  Researchers such as Jon 

Barron of the Coalition for Evidence Policy states that: “The better the evaluations, the more 

likely they are to show that some programs do not produce significant impacts.”  Baron goes 

on to report that, out of 90 interventions evaluated by randomized control trials (RCTs) paid 

for by IES since 2002, 88 percent were found to have weak or no positive effects.  Similar 

results are produced by RCTs of clinical interventions in medicine (Coalition for Evidence-

Based Policy). 

 Danger of Favoring of One Intervention over Another with Sparse Evidence. 
There are serious issues in favoring one type of intervention based on a single study that does 

not usually make precise comparisons across strategies or programs.  The counterfactual is 

typically simply “business as usual,” which can mean a variety of unmeasured contrasts.  

There could also be potential conflicts with the authorizing legislation for the federal 

programs which allow a wide range of services.  Potentially an unfair advantage is given to 

those projects for which the “favored” intervention is appropriate or even feasible.  

Ideas Moving Forward    

Given these criticisms, the following are six ideas concerning use of evidence moving forward.  

1. Decouple Funding Decisions From Results of the Evaluations.  This coupling 

discourages innovation and thoughtful implementation and mediates against on-going 

learning from evaluations.  
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2. Address the Serious Validity and Reliability Concerns That Have Been Raised 
Concerning Validity of WWC Results.  The WWC provides a formulaic way to 

address OMB requirements, because it seemingly is clear and definitive, but like the 

standardized tests, it is unclear that its overall impact is positive in terms of best practice 

in education.  

3. Align the WWC Standards with Other National Standards, such as those of the 

Joint Committee on Education Program Evaluation Standards; NCES Statistical 

Standards, and AERA Standards for Research Publications. 

4. Broaden the Definition of Research Evidence to include Evidence-Based Practice 

(EBP) and Science-Based Research Evidence and invite thoughtful consideration of how 

best to serve students.  Consider meta-analyses and weight of evidence, more nuanced 

approaches.   

5. Consider the Implications for Students if Most Projects Implement the Same 
“Cookie Cutter” Strategies regardless of context and the range of services available at 

the institutions.  Consider the students’ real needs and the program’s own “niche” in the 

institution or the community.  

6. Consider New Evaluation Methods Such As Empowerment, Participatory and 
Collaborative Evaluation (Federman et. al. 1996; Chinman et.al, 2004; Chinman 

et.al. 2008, CDC Cox et.al., 2010).  Consider methods that stress a deeper understanding 

of context and researcher-practitioner-client interactions.  As A. Gamoran ( 2014) notes:  

To date, many rigorous studies treat programs as if they were black 

boxes, seeking a positive or negative judgment without aiming to 

understand how the outcomes are reached. The next generation of 

policy research in education will advance if it offers more evidence on 

mechanisms so that the key elements of programs can be supported, 

and the key problems in programs that fail to reach their goals can be 

repaired  (Gamoran, 2014).  
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